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Abstract— Earthquake is a type of natural disaster. The Indonesian archipelago located in the world's three mega plates; they are 

Australian plate, Eurasian plate, and Pacific plate. Therefore, it is possible for applied of earthquake risk of mitigation. One of them 

is to provide information about earthquake occurrences. This information used for spatiotemporal analysis of earthquakes. This 

paper presented Spatial Analysis of Magnitude Distribution for Earthquake Prediction using adaptive neural fuzzy inference system 

(ANFIS) based on automatic clustering in Indonesia. This system has three main sections: (1) Data pre-processing, (2) Automatic 

Clustering, (3) Adaptive Neural Fuzzy Inference System. For experimental study, earthquake data obtained Indonesian Agency for 

Meteorological, Climatological, and Geophysics (BMKG) and the United States Geological Survey’s (USGS), the year 2010-2017 in 

the location of Indonesia. Automatic clustering process produces the optimal number of clusters, that is 7 clusters. Each cluster will 

be analysed based on earthquake distribution. It calculates the b value of earthquake to get the seven seismicity indicators. Then, 

implementation for ANFIS uses 100 training epochs, Number of membership function (MFs) is 2, MFs type input is gaussian 

membership function (gaussmf). The ANFIS result showed that the system can predict the non-occurrence of aftershocks with the 

average performance of 70% 
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I. INTRODUCTION 

Earthquake is the event of the earth due to the release of 
energy in the ground suddenly. It caused by the sudden 
breaking a layer of rock or plate fracture in the earth's crust. 
The sequence in the event of an earthquake is not disposed 
randomly, but it follows a spatial pattern with triggers that 
cause the occurrence of a shock [1,2,3]. 

The Indonesian archipelago is located in the world's three 
mega plates; they are Australian plate, Eurasian plate, and 
Pacific plate. The interaction between these plates placed 
Indonesia as the territory that has high activity of volcanoes 
and seismic [4].  

The Indo-Australian Plate moves relatively northward and 
infiltrates the Eurasian plate, while the Pacific plate moves 
relative to the west. The meeting point of the plate is in the 
sea so that if there is a large earthquake with shallow depth, 
it will potentially cause a tsunami so that Indonesia is also 
prone to tsunami. Figure 1 shows the lanes of the plates. 

Seismic sequences are not formatted randomly, but they 
follow a spatial pattern with the consequent triggering of 
events. In other words, These events produce non-random  

 
grouping [5]. So, the scientists are developing a model to 
explain this grouping pattern. 

  

 
Fig 1. Path of earthquake in Indonesia 

Identification of the seismogenic zone is the first step 
taken in analyzing earthquake risk. It can be divided into 
small subzone with reference to seismological criteria. 
Earthquake zoning can be done by using expert knowledge. 
This zoning or grouping well-known by clustering. By using 
a clustering scheme, it is possible to retrieve spatiotemporal 
pattern that created by events [6]. Therefore, it is required 
modeling of earthquake clustering more accurate to develop 
a model that explains the pattern or grouping behavior [7]. 
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Each region, that has been produced by clustering process, 
has the different historical earthquake datasets. Information 
in this dataset is used for predicting the probability of 
earthquake occurrence. One of the empirical relationships 
that have been used frequently in long-term prediction is the 
Gutenberg-Richter law [8]. 

Clustering is useful for analyzing seismic parameters e.g., 
b-value. The result of clustering can be employed for 
predicting the nature of the events in the future. Therefore, it 
is possible for applied of earthquake risk of mitigation  
[2,6,9]. 

This study proposes prediction an earthquakes over the 
next five days after an earthquake by using an ANFIS model 
with a magnitude equal to or greater than the threshold given 
in the selected cluster. Determining the number of clusters 
uses the automatic clustering method. Predicted aftershocks 
can be used by authorities to spread prevention policies. 

II. RELATED WORKS 

Automatic clustering in this study uses valley tracing and 
hill-climbing method. It detects the number of spatial areas 
automatically. Valley tracing and hill-climbing method 
determine global optimum with variation differences. Then, 
hierarchical k-means clustering algorithm for earthquake 
data classification. After information is available for each 
cluster, feature extraction will be performed on each cluster. 
This feature is used as a spatial analysis of earthquake. 

However, research on predictions of earthquakes has been 
carried out before. Artificial neural networks (ANN) have 
been used for earthquake prediction as in [9,10,11]. Besides 
that, ANN has also been implemented in predicting 
earthquakes based on earthquake distribution in Indonesia. 
[4].  There are also many studies in analyzing earthquake 
patterns to predict earthquakes using ANFIS. one of the 
ANFIS implementations for earthquake prediction is on 
paper [12]. This paper investigates the prediction of future 
earthquakes that would occur with magnitude 5.5 or greater 
using an adaptive neuro-fuzzy inference system (ANFIS).  

ANFIS can also be implemented to investigate the seismic 
moment prediction of the next earthquake [13]. Besides 
predicting the occurrence of earthquakes in the future, 
(ANFIS) approach to predict the location, occurrence time 
and the magnitude of earthquakes [14], and also for 
classification and prediction problems [15]. 

III.  PROPOSED SYSTEM 

This section describes the design system architecture of 
earthquake prediction using Adaptive Neural Fuzzy 
Inference System (ANFIS) based on automatic clustering. 
The overall modeling process in this study described in 
Figure 2.  

A. Earthquake Data Preprocessing 

This process includes several stages. First stage is data 
acquisition, which includes earthquake data consisting of 
longitude, latitude, magnitude, depth, and time. Then, the 
data obtained will be converted to scale magnitude moment 
(Mw), and the third is magnitude thresholding or commonly 
called magnitude of completeness (mc). 

An input data from the process of ANFIS model is 
earthquake data that covers the entire territory of Indonesia 
which located at the location that has geographic coordinates 
located between 60 North Latitude - 110 south latitude and 
950 East longitude - 1410 East longitude. Also, Indonesia 
locating between the Pacific Ocean and the Hindi Ocean, 
between the continents of Asia and the continent of Australia, 
and at the meeting of two mountain ranges, namely the 
Pacific Circum and the Mediterranean Circum. 

The history of earthquake data in this study was taken 
from the Agency Meteorology, Climatology and Geophysics 
(BMKG) and the United States Geological Survey (USGS) 
catalog from 2010 to 2017. This dataset consists of 
Magnitudes of 1 - 10 ML, and a depth of 0-650 km.  The 
number of earthquake data obtained is 16,013 data 

 
Fig 2. System Architecture of Earthquake Prediction Using ANFIS Based on Automatic Clustering 
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Magnitude of Completeness (MC) has the meaning of cut-
off magnitude or commonly known as threshold. Earthquake 
data with a magnitude below the threshold, the data will be 
eliminated as a data set. While the data above the Magnitude 
of Completeness (MC) value, the earthquake data will be 
used as a dataset.  

Magnitude of Completeness has an impact on earthquake 
data analysis. the improper implementation of Magnitude of 
Completeness, will result in a less precise analysis. 
Incompleteness of seismic data will give the result in seismic 
risk parameters resulting into overestimated or 
underestimated. In this research uses the Gutenberg-Richter 
frequency size distribution for determining the value of 
Magnitude of Completeness (MC) [16].  

In this research, we use Magnitude 5.1 Mw for implement 
magnitude of completeness (MC) [7].  Therefore, total 
number of seismic data after implementing magnitude of 
completeness is 12931 events. 

B. Zonation of The Earthquake Zone 

Zonation of the Earthquake Zone aims to divide the area 
of the earthquake risk into several regions. This area division 
is used for earthquake distribution analysis. A common 
problem is to determine the number of territorial divisions. 
Determining the number of random zones, will have an 
impact on the results of the earthquake distribution analysis. 
So, The results of the analysis will provide an earthquake 
risk analysis that is overestimated or underestimated. The 
division of the earthquake zone into a smaller region is 
usually known as earthquake clustering. Thus, this process 
requires a method to determine the optimal number of zone 
clusters. 

Seismic clustering is the initial stage for earthquake 
pattern recognition. Clustering aims to classify earthquake 
data that has similarities to certain criteria. determining the 
optimal number of clusters is a difficult challenge in the 
process of grouping data [17]. Cluster analysis is known as a 
way of determining the optimal number of clusters, namely 
by measuring the variance in and variance between each 
cluster [18,19].  

In this research, grouping the earthquake area into smaller 
groups using clustering techniques. The clustering method 
used is automatic clustering. This method consists of two 
clustering processes, the first stage is determining the 
optimal number of clusters. Meanwhile, the parameters used 
in this process are longitude parameters and latitude 
parameters. and the process for Clustering Analysis uses 
Centroid Linkage. After the first phase is completed, 
continued by classifying the distribution of earthquake data 
based on the similarity of predetermined criteria. The 
number of distributions is based on the number of clusters 
obtained from the first stage. The method used to group 
earthquake data using hybrid clustering method. This 
method consists of hierarchy clustering and k-means 
clustering. 

Processing to determine the optimal number of clusters 
use the hill-climbing method and valley tracing or what is 
called automatic clustering. Automatic clustering has been 
implemented by several studies on earthquake prediction [4]. 
Automatic clustering process is also implemented to risk 

mapping the earthquake disaster [21]. Figure 3 shows 
System Architecture to find optimal number of cluster. 

 

 
Fig 3. System Architecture of find optimal number of cluster 

 

The algorithm that to find optimal number using hill-
climbing and valley tracing method [19] as follows: 

1. Manage each data from A with the n-dimensional 
vaktor attribute. 

2. Set the number of clusters that have been determined 
as K  

3. Clustering algorithms are applied with the number of 
clusters  

4. Determine the calculation of variance as 

  

5. Increment j=j+1 
6. If  j<n-2, then do it again from step 3 . 
7. Determine the moving variance with valley tracing -

hill climbing   

8. Set a threshold  on moving variance ∂ to assign 
automatic clustering 

9. Next is ranking moving variance , and 

 as optimal number of cluster. 
 

After obtaining the optimal number of clusters, the next 
step is to group data based on similarities to certain data 
characters. This grouping process uses hybrid clustering, it is 
combine hierarchical and k-means clustering algorithm. 
Figure 4 shows System Architecture to find optimal number 
of cluster. 

 

 
Fig 4. System Architecture of find optimal number of cluster 
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The Hierarchical K-means clustering algorithm is as 
follows: 

1. Set the attribute of n-dimensional vector from each 
data of A. 

2. Detemine the predefined number of clusters (K). 
3. Determine computation numbers as p  
4. Set the initial counter (i=1 ) 
5. Apply K-means algorithm. 
6. Record the centroids of clustering results as 

  

7. Increment i=i+1 
8. Repeat from step 5 while i<p. 
9. Assume  as new data set, with K 

as predefined number of clusters 
10. Apply hierarchical algorithm 
11. Record the centroids of clustering result as 

  

12. Then,  as initial cluster centers 
for K-means clustering. 

C. Adaptive Neural Fuzzy Inference System 

The ANFIS process consists of three stages: Feature 
Extraction, Normalization, and ANFIS Model. Feature 
extraction is the process for determining the input 
parameters that will be used in the first layer in the ANFIS 
model. Then, the amount of data feature will be normalized 
using Normalization Process. This process aims to scale 
attribute values from data in a certain range. After that, 
implement ANFIS Model to train data and to predict 
earthquakes in the future. 

1)  Feature Extraction 

Feature Extraction intends to obtain seismic parameters 
from historical earthquake data. This parameter is used as 
preprocessing of earthquake data, which will be used for 
pattern recognition. Seismicity parameter in this research 
uses b value. This Seismic parameters are obtained from 
spatial and temporal distributions analysis [15,7]. b value is 
characterized the relative size distribution of events [15] and 
b-value depends on the stress regime and tectonic character 
of the region [7]. The b value can be calculated as follows: 

     (1) 

where,  indicates the mean magnitude and  is the 
minimum magnitude. 

Parameter input consists of seven inputs. five of seven 
parameters input are obtained from the Gutenberg-Richter 
law's. The parameter is b value. The seven seismicity 
indicators can be shown in Table 1 

TABLE I 
THE SEVEN SEISMICITY INDICATORS 

 

No. Notation Description 
1 x1i  
2 x2i  
3 x3i  
4 x4i  
5 x5i  
6 x6i OU’s law 
7 x7i Dynamic GR’s law 

In this research, It uses the last 50 earthquakes recorded to 
calculate b value [20]. The parameter b value is calculated as:  

   (2) 

Where, Mi is the magnitude for the i-th earthquake in the 
dataset clustering. Mo is magnitude completeness or cutoff 
magnitude. 

Then, increments of b are calculated: 

   (3) 

   (4) 

   (5) 

   (6) 

   (7) 

From these equations, first seismicity indicator uses 50 
earthquakes recorded to calculate bi. Then, calculate bi-4 
using 50 recorded earthquakes as well, This calculation 
starts after 4 steps back from the data used to calculate bi. So, 
the amount of data needed to calculate five seismicity 
indicators is 70 earthquakes. 

The sixth input variable x6i is the maximum magnitude Ms 
from the earthquakes recorded during the last week in the 
area analyzed [15]. It is defined as: 

when   (8) 

where the time t is measured in days. 

x7i is identifies the probability of recording an earthquake 
with magnitude larger or equal to Ms. In this study, 6.0 ML 
uses as magnitude (Ms) and the parameter x7i is calculated as: 

 (9) 

The output of parameter is yi that observed as the 
maximum magnitude Ms in the cell under analysis, during 
the next five days. It has been set to 0 for such situations 
where no earthquake with magnitude equal or greater to Ms. 
In this scenario, Ms set to 6.0 ML. 

  (10) 

where the time t is measured in days. 

2)  Normalization 

In this process, the amount of data normalized in within 
the value 0.1 – 0.9 as follows: 

  (11) 

where xi is the normalized value, x is the measured value, 
xmin is minimum values in dataset, xmax is maximum values in 
dataset. 

3)  ANFIS Model 

Adaptive Neuro Fuzzy Inference System (ANFIS) is a 
combination of fuzzy logic and artificial neural network 
(ANN). ANFIS is an architecture that is functionally the 
same as the fuzzy rule base Sugeno model. Neuro-fuzzy 
systems are based on fuzzy inference systems that are 
trained using learning algorithms derived from artificial 
neural network systems. 

ANFIS consists of five layers. Each layer contains nodes. 
Nodes in ANFIS consist of two types, namely adaptive 
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nodes and fixed nodes. Adaptive nodes have box-shaped 
symbols and nodes still have circular symbols. Adaptive 
nodes are parameters that can change due to the learning 
process. This ANFIS model can be seen in Figure 5. 

 

 
ANFIS network consists of 5 layers as follows [14]: 
a) Layer 1: Adaptive nodes 

Each node on layer 1 is an adaptive node. This node 
function is as follows: 

   (12) 

   (13) 

Where,  is a membership function of a fuzzy set Ai or 
Bi,  and determine the degree of new membership formed 
from existing inputs x or y. As for functions  and 

 are a membership function parameter for x and y.  

The parameter membership function can be described 
using the Bell function approach, as follows: 

     (14) 

Where, values of a, b, and c are the premise parameters. 
b) Layer 2: This layer is a non-adaptive node. The result of 

this layer is the multiplication of all inputs. The 
following is the equation on layer 2: 

  (15) 
Each node output is a firing strength. This node will form 

a given rule.  

c) Layer 3: This layer is the result of calculating the ratio of 
the i-rule. 
the output of this layer is called normalized firing 

strength. Here is the equation in layer 3. 

   (16) 

d) Layer 4: Each node in this layer is adaptive. This layer 
has the following node functions: 

 (17) 
where, {pi, qi, ri} are a consequent adaptive parameter. 

e) Layer 5: this layer to calculate all outputs.  

   (18) 

 
 
 

IV. EXPERIMENT AND ANALYSIS 

This section describes experiment and analysis of 
earthquake prediction. Figure 1 describes the overall process. 
the steps in this study can be explained as follows: 

Data Preprocessing, collect earthquake data histories. the 
data was collected from January 2010 to December 2017. 
Earthquake data catalogues in this paper are obtained from 
two earthquake association sources. These are BMKG  and 
USGS (United States Geological Survey’s). The sample of 
data history earthquake can be shown in Table 2. 

TABLE 2 
SAMPLE OF DATA HISTORY EARTHQUAKE FROM 2010 TO 2017 

Date longitude latitude mag depth 
07/12/2017 102.9493 -5.028 5.3 53.36 
05/12/2017 102.1648 -3.1108 5.1 45.54 
31/08/2017 99.6881 -1.159 6.3 43.14 
16/08/2017 99.891 -2.2958 5.3 21.4 
13/08/2017 101.6228 -3.7682 6.4 31 
31/07/2017 102.2422 -2.6718 5.1 158.65 
27/07/2017 101.9417 -4.3959 5.1 50.48 
25/07/2017 101.3798 -5.6622 5.3 10 
20/06/2017 102.1165 -4.1281 5.2 64.6 
21/04/2017 99.6342 -2.1582 5.2 30.19 

A. Zonation of The Earthquake Zone 

Zonation of the earthquake zone is a process for grouping 
data into smaller areas. This grouping intends to extract 
earthquake data according to a particular region. A big 
challenge in determining grouping is determining the 
optimal number of areas. So, zonation of the earthquake 
zone in this study, uses automatic clustering in determining 
the optimal number of areas.  

TABLE 3 
DATASET MEMBER OF EACH CLUSTER BASED ON REGION 

Cluster Dataset M ≥6 Region 

0 124 12 
Sinabang; Simeulue; Bireun; northern 
Sumatra; Kepulauan Batu 

1 370 33 
Palu; Ternate; Manado; Bitung; 
Tobelo; Minahasa 

2 89 6 
Sumbawa; Bali Sea; Flores; south of 
Java; Kupang; 

3 200 23 
Abepura; Amahai; Jayapura; 
Manokwari; Papua; 

4 117 13 
Muara Siberut; Bengkulu; Southwest 
of Sumatra; southern Sumatra; 
Kepulauan Mentawai; 

5 103 7 
Java; Sunda Strait; southwest of 
Sumatra; Kuripan; 

6 177 20 
Saumlaki; Dili; Banda Sea;  
kepulauan Barat Daya; 

 
Automatic clustering determines the number of earthquake 

regions based on previous earthquake history data. Automatic 
clustering has been used in previous research [7]. Earthquake 
dataset in this research which is used for clustering is 
epicenter parameter, that consist of longitude and latitude. 
The results of Zonation of The Earthquake Zone process  
show that, the optimal number of zones in the Indonesian 
region is 7 zones. While the Indonesian territory belonging to 
the each cluster can be seen in Table 3. 

 
 
 

Fig 5 System Architecture of Adaptive Neuro Fuzzy Inference System 
(ANFIS) 
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B. Adaptive Neural Fuzzy Inference System 

As an example, it is attempted to predicted the occurrence 
of earthquakes over the next five days. earthquake data used 
is cluster4 area, 100 training epochs , Number of 
membership function (MFs) is 2, MFs type input is Gaussian 
membership function (gaussmf), and uses RMSE. In this 
example, major earthquakes are defined as those events with 
a Richter Magnitude of 5.1 or greater. 

For training ANFIS, earthquake catalogues between 
January 2010 and March 2017 are used.. Feature extraction 
is then implemented to get input vector parameters. The 
process after implementing feature extraction is to obtain of 
37 training data sets. Sample training data sets are presented 
in Table 4.  

Whereas, for testing the model performance, it uses 
earthquake catalogue between April 2017 and December 
2017. The process after implementing feature extraction is to 
obtain of 10 testing data sets. Sample training data sets are 
presented in Table 5. 

TABLE 4 
SAMPLE TRAINING DATA SETS BETWEEN JANUARY 2010 AND MARCH 2017 

SHOWING SEVEN-ELEMENT INPUT VECTORS AND THE PARAMETER OUTPUTS 

No. xi1 xi2 xi3 xi4 xi5 xi6 xi7 yi 
1 0.06 0.04 0.21 0.07 0.40 5.3 0.31 0 

2 0.08 0.03 0.21 0.11 0.31 5.4 0.31 0 

3 0.07 0.04 0.24 0.00 0.26 5.5 0.31 0 

4 0.09 0.15 0.08 0.41 0.16 5.4 0.30 5.5 

5 0.04 0.21 0.07 0.40 0.16 5.5 0.30 0 

6 0.03 0.21 0.11 0.31 0.04 5.3 0.29 5.5 

7 0.04 0.24 0.00 0.26 0.10 5.6 0.29 0 

8 0.15 0.08 0.41 0.16 0.22 5.2 0.28 0 

9 0.21 0.07 0.40 0.16 0.18 5.4 0.28 0 

10 0.21 0.11 0.31 0.04 0.19 5.4 0.28 5.4 

TABLE 5 
SAMPLE TESTING DATA SETS BETWEEN APRIL 2017 AND DECEMBER 2017 

SHOWING SEVEN-ELEMENT INPUT VECTORS AND THE PARAMETER OUTPUTS 

No. xi1 xi2 xi3 xi4 xi5 xi6 xi7 yi 
1 0.07 0.01 0.02 0.07 0.04 5.3 0.34 0 

2 0.17 0.09 0.05 0.09 0.15 5.1 0.34 5.3 

3 0.16 0.08 0.06 0.04 0.21 6.3 0.34 0 

4 0.08 0.05 0.08 0.03 0.21 6.4 0.32 0 

5 0.01 0.02 0.07 0.04 0.24 6.4 0.32 6.4 

6 0.09 0.05 0.09 0.15 0.08 5.3 0.29 0 

7 0.08 0.06 0.04 0.21 0.07 5.3 0.29 5.1 

8 0.05 0.08 0.03 0.21 0.11 5.3 0.30 5.3 

9 0.02 0.07 0.04 0.24 0.00 5.2 0.31 0 

10 0.05 0.09 0.15 0.08 0.41 5.2 0.31 0 

V. PERFORMANCE EVALUATION 

Performance evaluation in this study is used to determine 
the performance of the ANFIS model. Earthquakes can be 
stated to occur during the next five days, when the 
magnitude reaches the specified threshold (Ms). The 
parameters that used to evaluate the performance of system 
[2] are : 
1. True Positive (TP) is a parameter that states how many 

times ANFIS predicts earthquakes and earthquakes that 
will occur in the next five days. 

2. True negatives (TN) is a parameter that states how many 
times ANFIS does not predict earthquakes and 
earthquakes will not occur for the next five days. 

3. False positives (FP) or false alarm is the number of times 
ANFIS predicted the earthquake but the earthquake did 
not occur for the next five days. 

4. False negatives (FN) is the number of times ANFIS does 
not predict the occurrence of an earthquake but an 
earthquake occurs over the next five days. 

5. Negative predictive value(NPV) is proportion of negative 
result denoted as P0 which is obtained as follow: 

    (19) 

6. Positive predictive value (PPV) is proportion of positive 
result denoted as P1, determined as follow: 

     (20) 

7. Sensitivity (Sn) is proportion of positives that are 
correctly identified and obtained as follow: 

    (21) 
8. Specificity (Sp) is proportion of negatives that are 

correctly identified and obtained as follow: 
    (22) 

TABLE 6 
ANFIS PERFORMANCE 

Parameters Value 

TP 3 
TN 4 
FP 2 
FN 1 
P0 80% 
P1 60% 
Sn 75% 
Sp 67% 
Average 70% 

 
Table 6 shows the experimental result of  ANFIS model 

for quality parameters. The result is that the system can 
predict the non-occurrence of aftershocks P0=80% and able 
to predict emerging earthquake above 5.1 ML of P1 = 60% 
with average performance of 70%. 

VI. CONCLUSION 

In this paper we have presented a spatial analysis of 
magnitude distribution for earthquake prediction using 
adaptive neural fuzzy inference system (ANFIS) based on 
automatic clustering in Indonesia. This system has 3 main 
sections: (1) Data preprocessing, (2) Automatic Clustering, 
(3) Adaptive Neural Fuzzy Inference System. For 
experimental study, earthquake data is obtained in year 
2010-2017. Automatic clustering process produces The 
optimal number of cluster, that is 7 clusters. Each cluster 
will be analyzed based on earthquake distribution. its 
calculate the b value of earthquake to get the seven 
seismicity indicators. Then, implementation for ANFIS uses 
100 training epochs , Number of membership function (MFs) 
is 2, MFs type input is Gaussian membership function 
(gaussmf). The ANFIS result showed that the system can 
predict the non-occurrence of aftershocks with average 
performance of 70%. 

 



53 
 

ACKNOWLEDGMENT 

The authors would like to thank the Directorate of 
Research and Community Service of the Indonesian 
Ministry of Research, Technology, and Education for 
supporting this work, under the research on university 
research collaboration (PKPT) scheme, in 2017-2018. 

REFERENCES 
[1] Georgoulas, G. A. Konstantaras, E. Katsifarakis, C.D. Stylios, E. 

Maravelakis, and G.J.Vachtsevanos. “ Seismic-mass density-based 
algorithm for spatio-temporal clustering”, Expert Systems with 
Applications 40 41834189, 2013. 

[2] Alvarez, R.,J.,C. Echeverria, A. Ortiz-Cruz, and E. Hernandez. 
“Temporal and spatial variations of seismicity scaling behavior in 
Southern México”. Journal of Geodynamics 54, 2012, pp. 1-12. 

[3] AlesS., and Jirí Vanek., “Earthquake clustering in the tectonic pattern 
and volcanism of the Andaman Sea region”. Tectonophysics 608, 
2013, pp. 728-736. 

[4] M. N. Shodiq, D. H. Kusuma, M.G. Rifqi., A.R. Barakbah, A.R., T. 
Harsono, “Spatial Analisys of Magnitude Distribution for Earthquake 
Prediction using Neural Network Based On Automatic Clustering in 
Indonesia”, International Electronics Symposium on Knowledge 
Creation and Intelligent Computing (IES-KCIC). 2017-IEEE co-
sponsored conference, September 26-27, 2017, Surabaya, Indonesia 

[5] Yuen, D.A., Dzwinel, W., Ben-Zion, Y., Kadlecd, B. “Visualization of 
Earthquake Clusters over Multidimensional Space”. Encyclopedia of 
Complexity and Systems Science. 2009, pp 2347-2371 

[6] Dzwinel, W. Yuen, D. Kaneko, Y. Boryczko, K. Ben-Zion, K. “ 
Multi-resolution clustering analysis and 3-D visualization of 
multitudinous synthetic earthquakes”. Vis Geosci (2003) 8: 12–25 

[7] M .N. Shodiq, A.R. Barakbah, T. Harsono, “Spatial analysis of 
earthquake distribution with automatic clustering for prediction of 
earthquake seismicity in Indonesia”. KCIC2015, 2015. 

[8] R. Console, M. Murru, F. Catalli. “Physical and stochastic models of 
earthquake clustering”. Tectonophysics 417 141–153, 2006. 

[9] E.I. Alves, “ Earthquake forecasting using neural networks: results 
future work”, Nonlinear Dynamics 44 (1–4), 2006, pp.341–349. 

[10] H. Adelli and K. Panakkat. “A probabilistic neural network for 
earthquake magnitude prediction”. Neural Network 22, 2009, pp. 
1018-1024. 

 

[11] J. Reyes, A. Morales-Esteban, and F.Martínez-Álvarez, “Neural 
networks to predict earthquakes in Chile”, AppliedSoftComputing13, 
2013, pp.1314–1328. 

[12] M. Mirrashid. “Earthquake magnitude prediction by adaptive 
neurofuzzy inference system (ANFIS) based on fuzzy C-means 
algorithm”. Nat Hazards.  2014. DOI 10.1007/s11069-014-1264-7 

[13] M. Mirrashid, M. Givehchi, M. Miri, R. Madandoust. “Performance 
Investigation Of Neuro-Fuzzy System For Earthquake Prediction “. 
Asian Journal Of Civil Engineering (BHRC) VOL. 17, NO. 2 (2016) 
pp. 213-223 

[14] M. Shibli. “A Novel Approach to Predict Earthquakes using Adaptive 
Neural Fuzzy Inference System and Conservation of Energy-Angular 
Momentum”. International Journal of Computer Information Systems 
and Industrial Management Applications. ISSN 2150-7988 Volume 3 
(2011)  pp. 371-390 

[15] A. Zamani, M. R. Sorbi, A. A. Safavi. “Application of neural network 
and ANFIS model for earthquake occurrence in Iran”. Earth Sci 
Inform. DOI 10.1007/s12145-013-0112-8 

[16] A. R. Barakbah and K. Arai, “Centronit:initial centroid designation 
algoritm for K-Means clustering”. EMITTER International journal of 
engineering technology”, Vol.02, No.01, 2014. 

[17] A. Morales-Esteban, F. Martínez-Álvarez, S. Scitovski, R. Scitovski., 
“A fast partitioning algorithm using adaptive Mahalanobis clustering 
with application to seismic zoning”. Computers & Geosciences 
73,2014, pp.132-141 

[18] A.R. Barakbah and K. Arai, “ Determining constraints of moving 
variance to find global optimum and make automatic clustering”, IES, 
Politeknik Elektronika Negeri Surabaya, Surabaya, 2004. 

[19] A.R. Barakbah and K. Arai, “ Reserved pattern of moving variance for 
accelerating automatic clustering”, EEPIS Journal, Vol. 2, No.9 , 
2004, pp.15-21. 

[20] A. Morales-Esteban, F. Martínez-Álvarez, J. Reyes. “Earthquake 
prediction in seismogenic areas of the Iberian Peninsula based 
oncomputational intelligence”. Tectonophysics 593, 2013, pp. 121–
134 

[21] A.R. Barakbah, T. Harsono, A. Sudarsono, R. A. Aliefyan. “Big Data 
Analysis for Spatio-Temporal Earthquake Risk- Mapping System in 
Indonesia with Automatic Clustering”. ICBDR 2017, October 22–24, 
2017, Osaka, Japan. 

 


